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Summary

The continuing global energy boom that began in the early 2000s has brought significant eco-

nomic benefits to Canada in the form of strong growth in national income, relatively low

unemployment and (until the recession) healthy public finances. These benefits are especially

evident in the energy-rich provinces.

But a booming energy sector may contribute to a strengthening of the currency, which in turn

cause lower and unbalanced growth in trade-intensive sectors (particularly manufacturing).

This so-called “Dutch disease,” which takes its name from the phenomenon observed in the

Netherlands in the 1970s, has been widely blamed for the woes of the manufacturing sector,

which is concentrated in central Canada.

There has been relatively little rigorous analysis of the linkages between energy prices, the

exchange rate and manufacturing output in Canada. In this study, Mohammad Shakeri,

Richard S. Gray and Jeremy Leonard examine these linkages for 80 different manufacturing

industries using an empirical model that accounts for changes in global demand and competi-

tive pressures as well as energy-induced strengthening of the dollar. 

The results are more nuanced than conventional wisdom would suggest. Only 25 of the 80

industries (accounting for about one-quarter of total manufacturing output) show a signifi-

cant negative relationship between the US-Canada exchange rate and output. The effects are

most pronounced in small labour-intensive industries such as textiles and apparel. Larger

industry groups such as food products, metals and machinery are much less adversely affected

by the strong dollar, and these minor problems have generally been offset by strong growth in

demand. Interestingly, automotive industries do not show symptoms of the Dutch disease;

their weakness stems from cyclical changes in demand and lagging productivity growth.

On balance, the evidence indicates that Canada suffers from a mild case of the Dutch disease,

which warrants a commensurate policy response. It is difficult to implement national policies

to directly counteract the rising exchange rate (policies such as investing resource revenues in

foreign assets, as Norway does), because resource revenues are under provincial jurisdiction.

However, Ottawa can use additional federal tax revenues stemming from natural resource

booms to invest in infrastructural and other activities that bolster the competitiveness of the

manufacturing sector as a whole.

The resource-rich provinces would also be well advised to adopt policies to ensure that neither

public finances nor the economy becomes too dependent on natural resources, because histo-

ry has shown that prices and demand can fluctuate widely and suddenly. Avoiding such

dependence will help ensure that the resource blessing currently enjoyed by some regions

does not become a curse for the country.
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Résumé 

Forte croissance du revenu national, chômage relativement faible et (jusqu’à la récession) saines

finances publiques : le boom énergétique mondial amorcé au début de ce siècle a notablement

profité à l’économie canadienne, et tout particulièrement aux provinces riches en énergie. 

Mais la prospérité du secteur de l’énergie peut contribuer au renforcement de la monnaie, qui

vient en retour affaiblir et déséquilibrer la croissance des secteurs fortement exportateurs,

notamment le secteur manufacturier. C’est à ce « syndrome hollandais », selon le phénomène

observé aux Pays-Bas dans les années 1970, qu’on a surtout attribué les problèmes de l’indus-

trie manufacturière concentrée dans le centre du pays.

Or peu d’analyses rigoureuses ont été consacrées à la corrélation entre prix de l’énergie, taux

de change et production manufacturière au Canada. Mohammad Shakeri, Richard S. Gray et

Jeremy Leonard tentent ici de combler cette lacune en examinant les liens entre ces trois fac-

teurs dans 80 branches de l’industrie manufacturière. Ils utilisent un modèle empirique qui

tient compte de l’évolution de la demande mondiale, des pressions concurrentielles et de l’ap-

préciation du dollar due au secteur énergétique. 

Les résultats de l’examen sont plus nuancés que ne le voudraient les idées reçues. C’est ainsi

que le rapport entre la production et le taux de change Canada–États-Unis n’est vraiment

négatif que dans 25 des 80 branches étudiées, comptant pour environ un quart de l’activité

manufacturière. Cet effet est le plus marqué dans les secteurs relativement petits et à forte

intensité de main-d’œuvre comme le textile et l’habillement. La force du dollar pénalise beau-

coup moins les grands groupes comme ceux de l’alimentation, des métaux et des machines ;

leurs problèmes mineurs sont souvent compensés par une solide progression de la demande.

Fait intéressant, l’industrie automobile ne présente aucun des symptômes du mal  hollandais,

sa faiblesse s’expliquant plutôt par les variations cycliques de la demande et une croissance

anémique de la productivité.

Selon les données d’ensemble, le Canada souffre en fait d’une forme bénigne du syndrome,

qui nécessite alors un traitement correspondant. Il serait difficile de contrecarrer directement

la montée du taux de change par des politiques nationales (en investissant, par exemple, des

revenus tirés de l’exploitation des ressources naturelles dans des avoirs étrangers, comme le

fait la Norvège), car ces recettes relèvent de la compétence des provinces. Cependant, Ottawa

pourrait utiliser les recettes fiscales découlant du boom des ressources naturelles pour stimuler

la compétitivité des manufacturiers canadiens et traiter ainsi les symptômes du mal. 

Quant aux provinces riches en ressources, elles seraient bien avisées d’adopter des politiques qui

évitent à leur économie et à leurs finances de dépendre excessivement des ressources naturelles,

l’histoire ayant montré que les fluctuations de la demande et des prix peuvent être aussi vastes

que soudaines. En évitant cette dépendance, la « bénédiction des ressources » dont profitent

 certaines régions risquera moins de se transformer en malédiction pour l’ensemble du pays. 



3IRPP Study, No. 30, May 2012

Dutch Disease or Failure to Compete? A Diagnosis of
Canada’s Manufacturing Woes

Mohammad Shakeri, Richard S. Gray and Jeremy Leonard

S ince the early 1990s, the Canadian energy sector has experienced solid growth. Total oil

production increased by nearly 67 percent from 1991 to 2007, while natural gas produc-

tion increased by over 84 percent over the same period. These trends reflect strong and grow-

ing demand in large emerging economies such as China, Brazil and India, leading to higher

world energy prices. The value of Canada’s net exports of crude oil and natural gas increased

more than elevenfold from 1991 to 2007 (far more rapidly than production), with the bulk of

the growth occurring in the 2000s. As a result, Canada has become an important player in

global energy markets and is currently the world’s seventh-largest producer of oil and its third-

largest producer of natural gas. Canada’s position as an important net exporter of energy is

expected to remain firm, given plans to continue developing the vast oil sands deposits. The

inclusion of these deposits in the total would give Canada the world’s second-largest proven

crude-oil reserves (Issa, Lafrance, and Murray 2006).

Past experience of resource-rich countries (including Canada) suggests that natural

resource wealth can be a double-edged sword. On the one hand, it directly contributes to

strong economic growth and higher standards of living by raising national income. In

Canada, the real purchasing power of national income grew by an average of 3.4 percent

annually from 2000 to 2008, almost 1 percentage point faster than gross domestic product

(GDP). This was caused by the positive impact of rising energy prices (and commodity

prices in general) on Canada’s terms of trade. On the other hand, the windfall created by a

booming resource sector may lead to lower and unbalanced growth across the other sectors

of the economy. This possibility is commonly referred to as “the Dutch disease,” so named

for the adverse economic effects that discovery of large natural gas fields off the coast of

the Netherlands in the 1960s had on the Dutch manufacturing sector. According to the

Dutch disease theory, part of the revenues from the boom is spent on nontradable goods

(mainly services), leading to an appreciation of the real exchange rate. This in turn draws

resources out of tradable-goods sectors (primarily manufacturing) and into the nontradable

sector, to the extent that this tradable sector is exposed to international competition.

Moreover, the increased profitability of a booming sector bids up the prices of factors of

production (primarily wages and the cost of capital equipment), which results in a contrac-

tion of tradable sectors due to the higher costs of production.1

The Dutch disease should be of concern to policy-makers only to the extent that it

inflicts permanent damage on the rest of the economy. To the extent that a resource

boom is temporary (as was the case for crude oil in the 1970s because the Organization

of Petroleum Exporting Countries (OPEC) intentionally cut back on production), the

economy may revert to preboom conditions and suffer no permanent damage.2 However,

even if a resource boom is more sustained — the current boom began in 2004 and the
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alignment of global economic forces suggests that it is likely to continue — whether it

causes lasting damage to the manufacturing sector or other sectors of the economy is a

question to be answered empirically; permanent damage is not inevitable. Boyce and

Emery (2011) demonstrate that a negative relationship between natural resource abun-

dance and overall output growth is not sufficient evidence for a resource curse; it must

be shown that this abundance actually causes lower output levels and that the latter are

due to market failures. 

One important potential market failure is the fact that the manufacturing sector is an impor-

tant source of research and development (R&D) and innovation, the benefits of which can

spill over to other sectors of the economy. Manufacturers account for 50 percent of total busi-

ness R&D despite representing only about 13 percent of the overall economy, and there is a

large literature documenting interindustry spillovers from R&D spending for Canada and

other industrialized nations (Hanel 2000; Bernstein 1998). Weakness in manufacturing

brought on by high energy prices could thus retard the long-run growth potential of the econ-

omy by stifling the innovative activity that underlies high productivity levels not only in

manufacturing but elsewhere in the economy.

For all of these reasons, it is important to investigate whether or not Canada has caught

the Dutch disease and how, if at all, governments should react. While some studies

(Macdonald 2007; Bergevin 2006) have analyzed the symptoms of the Dutch disease in

Canada (such as trends in manufacturing production and employment relative to other

sectors of the economy), there is to our knowledge no systematic empirical study of the

effects of the energy boom on manufacturing output growth at a detailed industry level

that also controls for the effect of important non-energy factors. The main purpose of this

study, therefore, is to investigate the links between energy prices, exchange rates and out-

put trends in 80 subindustries of the manufacturing sector over the period 1992-2007,

while addressing the major methodological problems that most previous empirical studies

have ignored. We also discuss and assess some policies that may lead to success in avoiding

the adverse economic effects of the Dutch disease on the manufacturing sector, in light of

the experience of countries such as Norway.

The remainder of the study is organized as follows. The next section reviews some of the

important theoretical and empirical studies related to the Dutch disease and presents their

main results. Then, we specify our empirical approach, describe the data we use in the study,

and present and discuss the estimation results. In the final section, we outline some possible

policy options for mitigating the effects of the Dutch disease and their pertinent advantages

and drawbacks.

The Dutch Disease: Theory and Evidence

T here is a large research literature dealing with different aspects of the Dutch disease and

the resource curse (the negative relationship between resource abundance and economic

growth). To focus on the purpose of our study, we examine only the major theoretical and

empirical studies on the Dutch disease.3
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The core theory accounting for the Dutch disease was developed by Corden and Neary

(1982), who wrote one of the first theoretical studies that model the effects of a resource

boom on the economy. Their model economy consists of three sectors through which they

examine the direct and indirect deindustrialization effects of resource discoveries: a boom-

ing resource sector (oil), a goods sector (manufacturing) and a services sector. The first two

sectors produce tradable goods that are sold at prices determinend in global markets,

whereas prices of services, which are not traded in global markets, are determined by

domestic supply and demand.4 Nonlabour factors of production are assumed not to be

transferable among sectors in the short run, but the fixed pool of labour is mobile among

all three sectors. 

The most obvious impact of a resource boom on this model is on labour markets. The rise in

labour demand in the booming sector increases prevailing sectoral wages, encouraging workers

to migrate to the resource sector. This movement directly lowers employment and output in

the manufacturing and services sectors.

This labour shift in turn creates excess demand in the services sector, all else being equal. This

demand causes the price of (nontraded) services to increase relative to those of (traded) goods,

implying real appreciation of the exchange rate (defined as the ratio of the price of nontradable

services to the price of tradable goods). This increase will continue until it reduces the demand

for services sufficiently to bring it into balance with supply. Because prices in the manufactur-

ing sector are determined in global markets, the adjustment to excess demand and further

movements of resources out of the tradable (manufacturing) into the nontradable sector are

expected to lead to indirect deindustrialization. 

The second main effect of a boom is an increase in national income, due to both rising global

demand for the resources and the higher prices they command. This increases demand in

both the manufacturing and services sectors, causing upward pressure on prices in both sec-

tors. However, as noted above, the price of services will rise, but that of tradable goods (deter-

mined in world markets) cannot. The relative price of services thus increases further,

reinforcing the exchange rate appreciation described in the previous paragraph. The excess

demand for tradable goods is absorbed by additional imports.

This model implies that a resource boom has unambiguously negative effects on the tradable-

goods manufacturing sector in the short term: employment declines and wages increase, but,

since prices are determined in global markets, manufacturers are unable to pass these wage

increases on to consumers by raising prices. 

Over longer time horizons for which physical capital as well as labour is mobile, the analysis

of the model gets somewhat more complicated. If one makes the assumption that the manu-

facturing sector is more capital intensive than the services sector (as is the case in Canada), a

resource boom leads to an unambiguous increase in the real exchange rate, but the net impact

on manufacturing output depends on the degree to which manufacturing increases its capital

intensity in response. 
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Later theoretical studies have extended the core model by changing some of the underlying

assumptions. For instance, as Corden (1984) explains, if initially the economy is not operating

at full capacity, a natural resource boom may actually have a stimulating effect on the tradable-

goods sector, although once full employment is reached the adverse effects discussed above

will come into play. Bruno and Sachs (1982) extend Corden and Neary’s (1982) work to a

dynamic model and allow capital to flow not only among sectors within the model economy

but from abroad as well. Under these less restrictive assumptions, Bruno and Sachs show that

although the basic result of the Dutch disease analysis is again confirmed, with a resource

boom leading to an unambiguous decline in production of tradable goods, international capi-

tal mobility eliminates the relative increase in the price of nontraded goods. Numerous other

theoretical studies extend Corden and Neary’s model in various ways, but all predict a nega-

tive relationship between a resource boom and output in the tradable-goods sector.5

In addition to the theoretical studies, a significant number of empirical studies have examined

the existence of the Dutch disease in different countries. As noted earlier, relatively few have

examined Canada’s experience. Work by Issa, Lafrance, and Murray (2006) indirectly sheds

light on the Dutch disease in the Canadian economy through one of its symptoms: the effect

of rising energy prices on the Canada-US exchange rate. These authors revisit the connection

between energy prices and the Canadian dollar established by Amano and van Norden (1995),

who demonstrate there is a negative relationship between energy prices and the strength of

the Canadian dollar relative to its US counterpart from 1973 to 1993. This is at odds with the

Dutch disease hypothesis, which predicts a positive relationship between energy prices and

the exchange rate. 

However, by examining a longer sample period (1973 to 2005), Issa, Lafrance, and Murray

find a structural break in the early 1990s: from that point forward, the relationship between

energy prices and the exchange rate is positive. They hypothesize that this is due in part to

regulatory and legislative changes affecting the energy sector and in part to the steady and

rapid increase in energy exports.6 However, they do not examine the effects of energy-driven

exchange rate movements on output in the manufacturing sector.

Beine, Bos, and Coulombe (forthcoming) examine the impact of Canada-US exchange rate

movements on employment in 21 manufacturing-industry groups. Their interesting empirical

approach attempts to separate out the appreciation of the Canadian dollar due to rising energy

prices from that due to weakness in the US dollar (brought about by low interest rates and other

factors). They conclude that energy price increases accounted for only 42 percent of the appreci-

ation of the Canadian dollar over the 2002-08 period — the rest was due to US dollar weakness

that may well have existed even without the rise in energy prices. They also find that the Dutch

disease is most serious in the textile, machinery and computer-products industry groups. 

Hutchison (1994) examines whether the development of the oil and gas sectors had systemat-

ic adverse effects on the manufacturing sectors in the Netherlands, the UK and Norway during

the 1970s and 1980s. In his empirical model, he controls for the independent effects of factors

that may have played important roles in the deterioration of manufacturing output: restrictive
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monetary policies, actual physical output measures for oil and natural gas, worldwide increas-

es in energy prices and appreciations in the real exchange rate. Although Hutchison does find

that the growth of the natural resource sector has an adverse effect on the manufacturing sec-

tor, he concludes that it is very small. For example, in the case of the Netherlands, Hutchison

finds that only 4 percent of the variability in manufacturing output can be explained by the

growth of the energy sector; the highest degree of variability found was 12 percent for the UK.

The results of the analysis thus confirm the existence of the Dutch disease phenomenon but

indicate that it is much too small to cause the sort of systematic deindustrialization feared by

some observers. Other factors are much more important.

Bjørnland (1998) analyzes the economic effects of a rapidly expanding oil and gas sector on

manufacturing output in Norway and the UK. Using a similar methodological approach to

Hutchison, she estimates a model consisting of manufacturing production, oil and gas extrac-

tion, real oil prices and the inflation rate (calculated from the GDP deflator) using quarterly

data from 1976 to 1994. The results show only weak evidence of the Dutch disease, with other

macroeconomic factors such as changes in aggregate supply and demand accounting for a

much larger share of fluctuations in manufacturing output. 

A second interesting finding that has relevance for policy-makers is that Norway’s manufactur-

ing sector actually benefited from energy discoveries and higher oil prices. Bjørnland attributes

this to macroeconomic policies that explicitly sought to shield manufacturers from the Dutch

disease, namely, using part of the windfall from higher energy prices to subsidize manufactur-

ing industries over a transition period. In contrast, the UK did not pursue such a strategy, and

large increases in unemployment brought about by factory closures led to increased spending

on social programs instead.

Oomes and Kalcheva (2007) test for the Dutch disease in Russia over the period 1997-2005 by

examining the behaviour of the real exchange rate and its potential links to a slowdown in

manufacturing growth (deindustrialization). They find that a 1 percent increase in the crude-oil

price led to a 0.50 percent appreciation of the real exchange rate, which is in the range of find-

ings of other empirical studies. In order to test for the other symptom of the Dutch disease,

namely, a slowdown in manufacturing growth, they use sector-level data to compare growth

rates across Russian sectors for output and employment. In particular, their sectoral data show

that the manufacturing sector has indeed grown more slowly than other sectors since 2001 and

that employment growth in manufacturing has fallen. However, they emphasize that it is diffi-

cult to conclude that the observed symptoms are the result of the Dutch disease, because they

did not control for other factors that can influence manufacturing growth, such as the impact

of energy prices on manufacturing production costs and the increasing role of China in global

manufacturing. In addition, they note that deindustrialization has been a normal phenomenon

even in the advanced industrial countries that are not necessarily resource rich, simply because,

as households become richer, demand naturally tends to shift away from goods toward services.

Looney (1990) examines the Dutch disease in Saudi Arabia for the period 1965-85, during

which crude-oil prices rose dramatically. He considers four subsectors in the tradable-goods
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sector (agriculture, mining, petroleum refining and manufacturing) and four subsectors in the

nontradable sector (construction; wholesale and retail trade; transport, storage and communi-

cations; and residential real estate). The output of each sector is specified as a function of the

variables that affect the expected profitability of that activity, which include the real exchange

rate (between the US and Saudi Arabia), the expected rate of inflation, the expected govern-

ment consumption or investment, value added in the oil extraction sector, and the expected

nonoil GDP. In general, Looney’s results confirm the Dutch disease phenomenon in Saudi

Arabia over the study period.

Benjamin, Devarajan, and Weiner (1986) analyze the experience of Cameroon to show that

a simple two-sector model of the Dutch disease hides several of the interesting features

that may arise from a resource boom. Using a multisectoral, computable general equilibri-

um model, they examine these effects in an experiment that injects $220 million of oil

revenues into Cameroon’s economy. Specifically, they demonstrate that some tradable sec-

tors may increase output despite the real exchange rate appreciation because of their link-

ages with the rest of the economy, and also because of imperfect substitutability between

domestic and foreign goods. They show that while wages rose as a result of the oil boom,

certain skill classes (particularly the rural unskilled) benefited less than others. Although

the implications of this study may be limited, since Cameroon’s economy is very different

from Canada’s, the observation that the magnitude of the Dutch disease effect can vary

depending on the structure of specific industries is an important motivation of our empiri-

cal work in the following section.

The theoretical work on the Dutch disease indicates that the main feature of the sectors that

may be expected to decline is that they are exposed to foreign competition and have little or

no ability to set their own prices. Thus, export-oriented agricultural or even services sectors

may be squeezed; conversely, industries that cater to the home market as a result of trade pro-

tection or that possess monopolistic price-setting powers in their export markets may benefit

from the rise in domestic demand.

In general, the results of the empirical studies indicate that although the Dutch disease has

been observed in some (but not all) countries at particular times, it does not appear to be a

necessary consequence of a natural resource boom. In some cases (notably the UK, the

Netherlands and Norway), the adverse exchange rate effects on the manufacturing sector

appear to be much smaller than feared.

However, existing empirical work suffers from two major limitations, in addition to the

fact that most of it has not rigorously examined Canada’s recent experience. Previous stud-

ies have considered the aggregate manufacturing sector as the tradable sector (or at most a

few subsectors of the manufacturing sector). However, this level of aggregation could lead

to misleading results because of high crossindustry heterogeneity in terms of market struc-

ture (Pesaran and Smith 1995). Moreover, previous studies emphasize that it is difficult to

conclude that the observed symptoms are indeed the result of the Dutch disease, because

they can also be explained by other factors that are unobservable or unmeasurable, so that
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there is no variable in the model to control for them. (The emerging role of China in driv-

ing global economic demand is one of these.) In our empirical work we attempt to address

these issues. 

The Impact of the Strong Canadian Dollar on Manufacturers

A s the theoretical models of the Dutch disease indicate, the adverse impact of a natural

resource boom on manufacturing happens mainly through changes in the real exchange

rate that result from the resource boom. This section uses quarterly data from 1992 to 2007 to

present a two-step empirical analysis to estimate the Dutch disease effects for Canadian manu-

facturing industries. The first step estimates the relationship between the real Canada-US

exchange rate and energy prices, controlling for other factors that can affect exchange rates in

the short and medium term. The second step estimates the effect of the real exchange rate on

the output of the manufacturing industries. On the basis of the relationships we estimate in

the first and second steps of the analysis, we derive the Dutch disease effect by calculating the

effect of energy prices on the output of the manufacturing industries through the mechanism

of the exchange rate.

To address the issue of aggregation bias, we estimate the output equations for the Canadian

manufacturing industries at 3-, 4- and (in a few cases) 5-digit levels of the North American

Industry Classification System (NAICS) for a total of 80 industries. To control for unmeasured

factors such as the role of China in the world economy, we will use the US (which during the

relevant period was not an oil exporter) as a control country, and we consider the output of

each specific industry for this country as an explanatory variable. Therefore, we can conclude

that the observed symptoms (significant positive coefficients for the real exchange rate) are

indeed evidence of the Dutch disease.

The relationship between commodity prices and the Canada-US exchange rate
This section estimates the relationship between exchange rates and energy prices in Canada

over the period 1992-2007. Suggestive evidence can be seen in figure 1, which plots the average

quarterly US-Canada exchange rate (that is, the amount of US currency that can be bought

with one Canadian dollar) and the average quarterly price of crude oil from 1992 to 2007. In

the 1990s there was little obvious relationship, as oil prices hovered in a relatively narrow range

while the Canadian dollar slowly but surely lost almost a quarter of its value against its US

counterpart. In the 2000s, however, the strong secular increase in oil prices was mirrored by a

corresponding (though not correspondingly dramatic) appreciation of the Canadian dollar.

Similar correlations hold between the US-Canada exchange rate and natural gas prices. 

But this simple correlation cannot on its own establish a definitive causal link between com-

modity prices and exchange rates. To do so, we specify an empirical model in the spirit of

Bayoumi and Mühleisen (2006) and Issa, Lafrance, and Murray (2006), with some additions

suggested by other research.

The long-run trend level of the real Canada-US exchange rate (XRATE), in natural loga-

rithm (ln) form, is modelled as a function of the natural logarithm of the trade-weighted
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prices of energy and non-energy commodities, the Canada-US productivity gap and an

error term:

ln(XRATE) = ß1ln(Pe*TSHAREe) + ß2ln(Pne*TSHAREne) + ß3PRODGAP + ɛ. (1)

The variables are defined as follows (for details and sources, see appendix A):

XRATE = real exchange rate (Canadian dollars per US dollar)

Pe = real price of energy (weighted index of crude oil, natural gas and coal)

TSHAREe = share of energy trade balance in total noncommodities trade balance 

Pne = real price of non-energy commodities (weighted index of agricultural, fishing 

and forestry products)

TSHAREne = share of non-energy commodities trade balance in total noncommodities

trade balance

PRODGAP = difference between labour productivity growth in Canada and the United

States 

Higher commodity prices (or volumes)

improve the trade balance, allowing a larg-

er deficit in the trade of other goods. This

is caused by a rise in the real exchange

rate, which boosts real imports and

reduces real exports by raising the price of

Canadian noncommodity goods. Because

the impact of a shock in net commodities

trade on the exchange rate depends on

their relative importance, we include the

shares of the energy and other commodi-

ties trade balance in the total noncom-

modities trade balance in the model. 

As emphasized by Oomes and Kalcheva

(2007) and Egert and Leonard (2008),

the Canada-US productivity differential

should also be included in the model.

Economic theory suggests that persistent differences in productivity between any two coun-

tries have an impact on the real exchange rate, with lagging productivity leading to a

weaken ing currency and vice versa.7

As noted earlier, visual inspection reveals that exchange rate and commodity price trends

in the 1990s and 2000s are starkly different, suggesting a structural break in their empiri-

cal relationship. This hypothesis is borne out by the more rigorous Gregory-Hansen co -

integration test, which can identify a single break of unknown timing in the intercept

and/or slope coefficients; the test indicates that the break point was at the end of 2003.

To account for this structural break and capture its magnitude, the model includes a

dummy variable for the 1992-2003 period. 
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Table 1 shows regression

results for the long-run

level of the exchange rate.8

All parameter estimates are

statistically significant and

have the expected signs.

Because the commodity

price variables in the model

are expressed as logarithms,

the parameter estimates

show the percent change in the Canada-US exchange rate associated with a 1 percent change in

the parameter. 

The results demonstrate that both energy and nonenergy commodities play an important role

in explaining exchange rate trends. Despite frequent references in the business press to the

dollar’s having become a “petro-currency” because it closely tracks crude-oil prices, our results

suggest that over longer periods the effect of changes in non-energy commodity prices is larger

in quantitative terms: each 1 percent increase in non-energy commodity prices is associated

with a 0.73 percent decrease in the Canada-US exchange rate (that is, an appreciation of the

Canadian dollar relative to its US counterpart) compared to 0.54 percent for energy prices.

Nonetheless, the hypothesis that these two coefficients are equal cannot be rejected at a

95 percent confidence level.

The results for the dummy variables (both of which are positive and statistically significant) confirm

that the influence of commodity prices on the exchange rate has intensified since 2003. The coeffi-

cient on the dummy variable, when added to the coefficient on the relevant commodity price vari-

able, shows the effect on the exchange rate in the 1992-2003 period. Thus, while a 1 percent

increase in energy prices was associated with a 0.54 percent decrease in the value of the US dollar

relative to the Canadian dollar in the post-2003 period, this effect was a much smaller 0.15 per-

cent decrease (the sum of – 0.54 and 0.39) for the 1992-2003 period. Coincidentally, the com-

bined effect for non-energy commodity prices was also – 0.15 over the same period. 

These structural changes in the impacts of energy and other commodity prices on the real

exchange rate are likely due to sharp increases in energy and other commodity prices that had

not been experienced before, as well as to the development of the energy sector due to increases

in energy prices.9 Nonetheless, it is important to note the finding by Beine, Bos, and Coulombe

(forthcoming) that more than half of the decrease in the Canada-US exchange rate beginning in

2002 was due to weakness in the US dollar that was largely unrelated to commodity price rises. 

A final observation considers the linkage between relative Canadian and US productivity levels

and the exchange rate. Because PRODGAP represents the difference between the growth in

Canadian and US labour productivity, the results imply that a 1 percentage point increase in

Canada’s labour productivity growth relative to that of the US is associated with a 2.68 percent

decrease in the Canada-US exchange rate (that is, an appreciation of the Canadian dollar). Put

Table 1: Regression results for the real Canada-US exchange rate equation

Variable1 Coefficient t-statistic

Trade-weighted price of energy commodities – 0.54** – 7.04
Pre-2004 dummy 0.39** 4.49
Trade-weighted price of nonenergy commodities – 0.73** – 6.07
Pre-2004 dummy 0.58** 3.36
Canada-US productivity gap – 2.68* – 2.17

Source: Authors’ calculations.
1 Parameter estimates for seasonal adjustment variables included in the model are not shown.
* = p < 0.05  ** = p < 0.01
Note: R 2 = 0.86;  number of observations = 64; sample period = 1992Q1-2007Q4.
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simply, absent other economic changes, productivity improvements tend to strengthen a

country’s currency, while a productivity slowdown weakens the currency. The Canada-US pro-

ductivity gap actually increased during the 2000s, putting downward pressure on the

Canadian dollar. However, in practical terms, the magnitude of the commodity price effect in

the 2000s completely overwhelmed the productivity effect.

The effect of the exchange rate on Canadian manufacturing output
To examine the empirical relationship between the Canada-US exchange rate and manu-

facturing output, we follow Looney (1990) by modelling the output of each industry as a

function of expected profitability. Expected profitability in turn is a function of the real

exchange rate, the expected relative rate of industry-specific inflation, the expected level of

government expenditures as an indicator of domestic fiscal policy, the expected interest

rate as an indicator of monetary policy, and the expected non-energy GDP as an indicator

of total business demand.

As noted earlier, most empirical studies of the link between exchange rates and manufac-

turing output aggregate industries into a single group. This leads to the possibility of

“aggregation bias” in which the observed effect for the sector as a whole masks the true

relationship for specific industries. It has fed the conventional wisdom, often repeated in

the business press, that the high Canadian dollar harms the manufacturing sector.

However, in a heterogeneous and diversified manufacturing sector such as Canada’s, the

exchange rate-output link is almost certainly more nuanced. To analyze these nuances, we

estimate the exchange rate-output relationship for 17 major industry groups and 63 sub-

groups for a total of 80 different industries. 

A second limitation of most previous empirical studies is that they do not control for broad

trends in the global economy that affect manufacturers around the world. In an open econo-

my such as Canada’s, economic growth and competitive pressure in foreign markets can be as

important as either domestic demand or the exchange rate in their effect on an industry’s

ouput. To control for the unmeasured factors that affect global industrial demand (such as the

rise of China and other large emerging economies), we will include industry-specific output in

the US (as a “control” non-oil-exporting country) in each industry equation for Canada. 

The coefficient of the real exchange rate is directly related to the Dutch disease effect. By

defining the real exchange rate as the price of tradables relative to nontradables, we expect

the sign of this variable for industries manufacturing tradables to be positive. However, it

should be noted that this expectation is based on the assumption that these industries are

exposed to foreign competition and have little or no ability to set their own prices. If, how-

ever, these industries cater to the home market as a result of trade protection or possess

monopolistic price-setting powers in their markets, they may benefit from the rise in home

demand as a result of an oil boom; therefore, the coefficient of the real exchange rate for

these industries would be negative. That is, specific conditions may justify either a positive

or a negative sign for an industry manufacturing tradable goods. A positive coefficient indi-

cates that the industry is suffering from the Dutch disease.



13IRPP Study, No. 30, May 2012

Dutch Disease or Failure to Compete? A Diagnosis of Canada's Manufacturing Woes

On the basis of the above considerations, we specify the long-run output equation (expressed

in natural logarithms) for each of the 80 manufacturing industries as a function of the

exchange rate, overall economic output, output in the corresponding US industry, inflation,

interest rates, government spending and an error term10: 

ln(Y) = ß0 + ß1ln(XRATE) + ß2ln(GDP) + ß3ln(YUS) + ß4(INFLATION) +

ß5ln(INTRATE) + ß6ln(GOVEX) + ɛ. (2)

The variables are defined as follows (for details and sources, see appendix A):

Y = real industry output 

XRATE = real Canada-US exchange rate (Canadian dollars per US dollar)

GDP = real gross domestic product excluding oil, gas and coal extraction

YUS = real output in the equivalent US industry

INFLATION = expected industry-specific inflation rate (relative to economy-wide inflation)

INTRATE = Bank of Canada overnight interest rate

GOVEX = total government expenditures (federal, provincial and local, excluding

transfers and debt service payments)

While it would be too time-consuming to display full regression results for all 80 industry

equations and discuss them in detail, some qualitative comments on the statistical relation-

ships between the variables are in order. (Table B1 in appendix B shows full regression results

for the 17 major manufacturing subsectors.) The most important explanatory variable is

Canadian nonfossil fuel GDP, which serves as a proxy for overall domestic demand. It is statis-

tically significant for 12 of the 17 major industry groups and 44 of the 63 subindustries. In

addition, the parameter estimates for this variable are relatively large compared to other

regressors. YUS is also an important determinant of industry output, with statistical significance

in 38 of the 80 industries and an average coefficient of 0.40.

The indicators for the fiscal, monetary and price environment (GOVEX, INTRATE and

INFLATION) are less important. They are statistically significant for well under half the

industry equations, and the average parameter estimate is very small, ranging from – 0.09

for INTRATE to 0.07 for GOVEX.

For the purposes of this analysis, the most important variable is XRATE, which shows to what

extent changes in the value of the Canadian dollar are associated with changes in industry

output. The results indicate that 53 of the 80 industries have positive coefficients for this vari-

able, which indicates the existence of the Dutch disease, but the coefficients are statistically

different from zero for only 25 of them. Three industries show zero estimates for this variable.

For the other 24 industries, the estimated coefficients are negative (meaning that a strength-

ening Canadian dollar is associated with increases, not decreases, in production), but only 9

are statistically different from zero. (See table B2 in appendix B for coefficients on the

exchange rate for all 80 industries.)

This industry-level analysis paints quite a different picture of the linkages between exchange

rates and manufacturing production than the conventional wisdom would have us believe. Of
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the 80 industries analyzed, only 25 show strong evidence of a negative relationship between

the strength of the Canadian dollar and output, in that the coefficient for the exchange rate is

positive and statistically significant11; 28 industries have a positive coefficient on the exchange

rate, but it is not statistically different from

zero. The real exchange rate had a negative

effect on output in 24 industries (meaning

that they benefited from the strengthening

Canadian dollar), of which 9 were statisti-

cally significant and 16 were not. Output in

3 industries was unaffected by movements

in the exchange rate. 

These results illustrate the impact of

exchange rate movements on industry-level

output, but the precise relationship that we

wish to investigate (and that underlies the

Dutch disease hypothesis) is the relationship

between energy prices and manufacturing

output. To do so, we apply the elasticity of

the exchange rate with respect to energy

prices (calculated in the previous section) to

the exchange rate coefficient in the 80 indus-

try output equations. The results of that exer-

cise are shown in figures 2 and 3, which show

the distribution of the Dutch disease effect

(that is, the percent change in industry-level

output associated with a 1 percent change in

energy prices) over the period 1992-2007.

In figure 2, which shows the 34 industries for

which the Dutch disease coefficient is statisti-

cally significant, we can see that more than

half of these industries (19) are clustered in the

range – 0.1 to – 0.4. Four industries (office fur-

niture, leather products, ventilation/heating/

air-conditioning equipment and railroad cars)

suffer more severely from energy-driven

increases in the exchange rate, having a

Dutch disease coefficient of less than 0.4. The

one outlying industry that benefits from a

stronger Canadian dollar is pesticides and fer-

tilizers, which, as we shall see, owes its advan-

tage almost entirely to developments in the

potash market.
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An examination of the 43 industries for which our model shows no statistical significance for

the Dutch disease coefficient reveals a markedly different distribution of industries. Not surpris-

ingly, the large majority (24) have a reported coefficient of between – 0.1 and 0.1, consistent

with the definition of statistical insignificance. However, there are three industries

(engines/power transmission equipment, agricultural machinery and construction machinery)

whose point estimate of the Dutch disease effect is less than – 0.2. Three outlying industries

have a positive Dutch disease estimate of more than 0.4 (communications equipment, printing

support activities and semiconductors).

In order to better understand the industry distribution of the adverse effects of the Canadian

dollar’s energy-driven appreciation, we have compiled table 2, which provides more detailed

information on major manufacturing industry groups. For each industry group, the table

shows the number of subgroups included in the analysis as well as the number for which the

Dutch disease effect is statistically significant. This gives a sense of how deep the effect is

within a specific industry group. We take a liberal interpretation of statistical significance in

the sense that if at least one of the subgroups of a given industry has a statistically significant

Dutch disease coefficient, the statistical significance is deemed to apply to the entire indus-

try. The fourth column illustrates the impact of energy-driven increases in the exchange rate

on output growth for the 2004-07 period as a function of the Dutch disease coefficient.

Of the 18 manufacturing industry groups, 11 (accounting for 55 percent of manufacturing

output) saw a decline in output due to rising energy prices and the associated exchange rate

Table 2: Impact of the Dutch disease, by major manufacturing industry, 1992Q1-2007Q4

Statistically
Output signficant

(% of total industries/ Average Dutch Statistically
Industry manufacturing) Subindustries (n) subindustries (n) disease coefficient significant?

Food 12.1 6 3 – 0.16 Yes
Beverage 2.8 1 0 – 0.12 No
Textiles 0.9 0 1 – 0.33 Yes
Apparel 0.8 0 1 – 0.36 Yes
Leather 0.1 1 1 – 0.39 Yes
Wood 6.2 3 1 – 0.03 Yes
Paper 5.4 2 0 0.03 No
Printing 3.0 2 0 0.19 No
Petroleum and coal 2.0 0 1 – 0.22 Yes
Chemicals 8.2 4 3 0.16 Yes
Plastic and rubber 4.6 2 0 0.03 No
Nonmetallic minerals 3.3 3 0 – 0.02 No
Primary metals 6.5 5 3 0.03 Yes
Fabricated metals 7.5 9 5 – 0.08 Yes
Machinery 7.6 7 0 – 0.07 No
Computers and

electronic products 3.8 5 0 0.11 No
Electrical equipment

and appliances 1.8 3 2 – 0.20 Yes
Transportation equipment 17.0 6 1 – 0.11 Yes
Furniture 2.4 3 1 – 0.20 Yes
Miscellaneous manufacturing 2.4 0 0 – 0.13 No

Source: Authors’ calculations based on data described in appendix A.
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increase. The largest declines in percentage terms occurred in textiles, apparel and leather

products, which together account for less than 2 percent of manufacturing output. These

industries are labour intensive, their firms’ product lines are relatively homogeneous com-

pared with those of their competitors and they have high import penetration from countries

with significantly lower labour costs. It is thus difficult for them to cope with a strengthening

dollar, which both increases the cost of their exports and decreases costs for their foreign com-

petitors in domestic markets. The same dynamics are present to a lesser extent in the furniture

industry. It is important to note that this negative impact of exchange rate appreciation on

output in these industries goes beyond the influence of rising imports from China and other

emerging economies, since we control for this factor by incorporating industry-specific US

output in the model. 

The two largest industry groups within the manufacturing sector are transportation equip-

ment (17 percent of manufacturing output) and food products (12.1 percent of manufacturing

output). With regard to the latter, the Dutch disease elasticity coefficient is – 0.16, meaning

that, at the margin, a 10 percent increase in energy prices is associated with a 1.6 percent

decline in output, all other factors held constant. This fairly large effect is somewhat surpris-

ing, because the industry serves primarily Canadian markets, is not as heavily exposed to for-

eign competition as many other industries, and can count on population increase for steady

growth in domestic demand. In spite of this negative impact, output in the food products

industry increased by 8.3 percent from 2004 to 2007, suggesting that the Dutch disease was

completely overwhelmed by other positive effects on demand.

In transportation equipment manufacturing, it is important to note that only one sub-

group — the manufacture of railroad cars — showed a statistically significant negative

Dutch disease effect, and at – 0.60 it is one of the largest in quantitative terms of all 80

industries analyzed. However, none of the three subindustries associated with automotive

manufacturing, which is often held up as a poster child for the difficulties posed by a

strong Canadian dollar, shows a statistically significant relationship between output

growth and energy prices. This provides strong circumstantial evidence that the woes of

Canadian automakers and parts suppliers stem from cyclical changes in demand, lagging

productivity growth and other structural obstacles to competitiveness. In the case of aero-

space and shipbuilding there is, if anything, a small boost in output associated with the

energy-related appreciation of the dollar.

One potential reason for the apparent lack of any relationship between auto output and the

energy-induced appreciation of the Canadian dollar is currency hedging. To the extent that

firms engage in hedging or write contracts in US dollars to protect themselves against fluctua-

tions in exchange rates, they may be able to offset part of the Dutch disease. However, very lit-

tle research has analyzed the extent to which this is effective. A study of European automakers

(Barumvete and Rao 2008) finds that movements in exchange rates had no discernible effect

on the stock market returns of five of six manufacturers. This evidence suggests that there may

be ways to counter exchange rate risk, and some North American auto manufacturers may

have done just that in order to mitigate the adverse effects of the strong Canadian dollar.
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In the large heavy industry segment (which includes primary metals, fabricated metals and

machinery, and accounts for 21.6 percent of manufacturing output), the effect of energy-

price-driven movements in the exchange rate is minimal. The Dutch disease coefficients for

primary and fabricated metals are statistically different from zero, but their magnitudes, at

+ 0.03 and – 0.08 respectively, are small in absolute terms. With regard to machinery, the

Dutch disease point estimate of – 0.07 is not statistically significant, as noted earlier. Rapid

industrialization in China and other large emerging markets has helped fuel demand for

Canadian metals and heavy equipment, and output in all three sectors increased during the

energy price increases over the 2004-07 period. 

The lone industry group that has benefited at an aggregate level from the energy-driven appre-

ciation of the Canadian dollar is chemical products, with a Dutch disease coefficient of + 0.16.

As noted earlier, most of this effect has come from a single subindustry: pesticides, fertilizer

and other agricultural chemicals. A single firm, Potash Corporation of Saskatchewan, has a 23

percent global market share of fertilizers, and just three countries (Canada, Russia and Belarus)

account for two-thirds of global production. The national and global fertilizer industry thus

may enjoy some monopolistic powers with regard to pricing. But, more importantly, world

demand for fertilizer has soared in recent years in tandem with demand for energy, to the ben-

efit of fertilizer manufacturers.

The Dutch disease effect is most pronounced in industries that are relatively small. Table 3

shows that three industry groups — textiles, apparel and leather products — have Dutch dis-

ease elasticities lower than – 0.30. However, they collectively account for less than 2 percent of

manufacturing output and share several characteristics that make them especially vulnerable to

movements in the exchange rate. First, their production methods tend to be more labour inten-

sive than those of most other industries, meaning that their capacity for cost cutting to offset

an appreciating currency is limited. Second, with the exception of some specialty niche markets

in fashion apparel and leather handbags, their products are not highly differentiated from

those offered by foreign competitors. As a result, high import penetration from lower-cost

countries led to a long-term decline in output in all three industries throughout the 2000s.

More generally, resource booms and the increase in domestic demand that they create tend to

have a positive effect on industries that cater to the domestic market, have a high degree of

product differentiation, or have monopolistic price-setting powers in their markets as a result of

explicit trade and competition rules or market structures. Two extremes are the electrical equip-

ment and appliances industry and the printing industry.12 In the electrical equipment and appli-

ances industry, the Grubel-Lloyd index of product differentiation is just 0.12 and import

penetration is 60 percent, making producers particularly vulnerable to movements in the

exchange rate. At the other end of the spectrum, the printing industry has a product differentia-

tion index of 0.50, and import penetration is just 7 percent. As a result, the benefits of rising

domestic demand have more than offset the adverse effects of the rise in the Canadian dollar.

The industry-level results are also informative about the extent of the potential harmful

effects that the Dutch disease might have on R&D and the associated technological spillovers
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and innovation. As noted earlier, because

the manufacturing sector is traditionally a

source of innovations that spill over to

other sectors of the economy, the Dutch

disease could, by weakening the major

sources of innovation, lead to permanently

lower growth rates for the overall economy.

But the distribution of R&D spending com-

bined with the industry-level analysis of the

Dutch disease suggests that this is not a like-

ly outcome in Canada. Almost 80 percent of

manufacturing R&D is carried out in just

four broad industry groups (table 3), but

the empirical analysis in this study, summarized in table 2, demonstrates than none of them

has been severely affected by the Dutch disease. The computers and electronic products indus-

try, which performs one-third of manufacturing R&D, actually has a positive (though statisti-

cally insignificant) Dutch disease coefficient. 

An important caveat to the notion that the manufacturing sector is the motor of innovation

across the economy is that the energy sector itself may provide technological spillovers to

other sectors, and these may increase in the context of a resource boom. Even though the

energy sector is perceived to be much less R&D intensive than manufacturing, the reality is

that R&D spending in the oil extraction sector has tripled since 2003 and now exceeds that

of the pharmaceutical sector by a comfortable margin. There is certainly anecdotal evidence

that modern extraction techniques are far from “low tech.” Hydraulic horizontal fracturing

technologies have vastly increased the amount of proved natural gas reserves in North

America, and the oil sands industry has invested billions of dollars in technologies that have

lowered the cost of extraction, increased the amount of economically recoverable sources

and reduced the industry’s environmental footprint. However, very little research has docu-

mented the degree to which these developments have spilled over to other industries. This

question, while beyond the scope of this work, is worthy of further study.

With regard to the other large performers of R&D, one must look at specific subindustries to get

a full picture of the potential impact of high energy prices on industrial R&D. In the case of

chemicals, 80 percent of that industry’s $1.2 billion of R&D in 2007 was performed by pharma-

ceutical companies. But the pharmaceutical sector has a large negative and strongly significant

Dutch disease coefficient, which may keep growth in R&D spending lower than it otherwise

would have been. Actual trends bear out this hypothesis: after strong growth in the early 2000s,

R&D spending in the pharmaceutical sector peaked at $1.1 billion in 2004, fell to $975 million

in 2007 and then tumbled further to $650 million in the wake of the 2008-09 recession.

In the case of transportation equipment, the opposite dynamic is at play in the sense that the

subindustries that perform the bulk of the research are those least afflicted with the Dutch dis-

ease. Within transportation equipment, aerospace and motor vehicle manufacturing account

Table 3: Business R&D expenditures, by industry, 2007

Percent of total
manufacturing 

Industry $ millions R&D

Computers and
electronic products 2,872 34.1

Transportation equipment 1,504 17.8
Chemicals 1,162 13.8
Heavy industry1 1,152 13.7
Subtotal 6,881 79.4
Other 1,546 20.6
Total 8,427 100.0

Source: Statistics Canada (2011).
1 Heavy industry is comprised of the primary metals, fabricated metals and
machinery industry groups.
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for $925 million and $509 million respectively of the $1.5 billion industry total. But the aero-

space industry has a positive (though statistically insignificant) Dutch disease coefficient and,

as noted just above, while the point estimates for the Dutch disease in the auto sector are

large, they are not statistically significant.

Policies to Address the Dutch Disease

D espite the fact that the Dutch disease is not as serious a threat to Canadian manufactur-

ing as conventional wisdom would lead one to believe, one-quarter of the sector has suf-

fered adverse effects of the strong dollar to varying degrees, and it is thus useful to outline

policies that might mitigate or eliminate these undesirable effects. Recalling the analysis earlier

in the study, we find that the fundamental source of a resource boom’s potential adverse

effects on the exchange rate is the windfall profits that accrue to the resource-exporting coun-

try and increase national income. If those profits end up being spent either directly by the

producers or indirectly by consumers or governments, domestic wages and prices will

increase, driving up the real exchange rate. 

“Brute force” options
The proximate solutions to an exchange rate appreciation seem obvious, but each has sub-

stantial side effects whose costs may outweigh the benefits. One line of attack (attempted in

Norway) is to try to limit wage inflation in manufacturing so that the upward pressures from

the resource sector do not spread to other sectors of the economy. Norway has a highly cen-

tralized wage negotiation system, and was able to limit wage increases to the level of produc-

tivity growth. Such an exercise would be unworkable in Canada, and would likely lead to

labour shortages in manufacturing to the extent that wage ceilings would be below the rate

that would prevail in freely operating markets.

Another “brute force” solution would be to fix the Canadian dollar to its US counterpart.

There is a voluminous literature on the fixed-versus-flexible exchange rate debate (see, for

instance, Murray 2000; Courchene and Harris 1999; Laidler 1999) that is beyond the scope of

this study, but the nub of the matter is that, while such action would indeed neutralize the

adverse effects of exchange rate movements on manufacturers, it would bring Canada under

the umbrella of US monetary policy decisions. Given that monetary policy in the United

States is one of the prime suspects in the 2005-08 real estate bubble and the ensuing severe

financial crisis, it is far from certain that ceding monetary policy authority to our southern

neighbour would be a sound policy choice.

Furthermore, debates about moving to a fixed exchange rate with the US dollar in the late

1990s envisioned either adopting the US dollar outright (which would by definition have

increased the value of the Canadian dollar from below US$0.75 to parity, about where it is

today) or pegging the Canadian dollar to its US counterpart at some rate, higher than

US$0.75, deemed to reflect economic “fundamentals.” In addition to removing volatility, one

of the main motivations for proposals to fix the value of the Canadian dollar at some level

above that of the late 1990s was to encourage productivity improvements in manufacturing

by increasing the effective cost of exports — not to shield them from a strong dollar. 
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This example illustrates the broader principle that attempting to insulate manufacturers

from the adverse effects of natural resource booms can do more harm than good over the

longer term. Courchene and Telmer (1998) point out that the National Energy Policy

shielded manufacturers from the direct effects of the sharp rise in crude-oil prices by keep-

ing the domestic price lower than the world price. This short-term competitive advantage

in energy costs coincided with a manufacturing boom in Canada, whereas US manufactur-

ers went into a slump and were forced to restructure. The restructuring ended up paying

dividends in terms of enhanced productivity and competitiveness that persisted for years,

and even decades. 

Investing resource revenues in long-term savings funds
A more feasible option is to neutralize the upward pressure on exchange rates by investing the

windfall resource revenues in a sovereign wealth fund that invests in foreign assets. Since the

1970s, two methods for investing government revenue abroad have emerged: sovereign wealth

funds (or savings funds) and revenue stabilization funds (Davis et al. 2003). Both are medium-

to long-term fiscal strategies based on accumulating excess government revenues from nonre-

newable resources and investing them in foreign assets. Excess revenue is usually calculated as a

static or annually determined base price for commodities or by government discretion.

However, in the case of sovereign wealth funds, it can be calculated using predetermined

 formulas designed to generate a stable income or to hold the total worth of royalty receipts

constant indefinitely. Davis et al. find that, across countries, there is no relationship between

the existence of such stabilization funds and patterns of government expenditure.

Norway has used such “sterilization” of increasing demand for its currency by purchasing

assets denominated in other currencies since 1990. The Government Pension Fund-Global

(commonly known as the Oil Fund) receives the surplus wealth generated from petroleum

revenues and invests it in foreign assets, thus sterilizing the exchange rate appreciation

associated with rises in crude-oil prices. The assets of the fund can then be drawn down

during periods of falling oil prices and/or economic slowdown that put downward pressure

on the currency. From 2004 to 2007, the Norwegian krone fluctuated within a 10 percent

range of the euro (the currency of its major trading partners), and was basically unchanged

on average over the period. In sharp contrast, the Canadian dollar appreciated against the

US dollar by 30 percent.

In a Canadian context, such a currency sterilization fund at the federal level would require the

resource-rich provinces to transfer a part of their revenues to Ottawa, for which there is little,

if any, political support. In addition, the beneficiaries of such a fund are disproportionately

located in Ontario and Quebec, and this geographic mismatch of costs and benefits would

only accentuate regional tensions. Nonetheless, some resource revenues flow into federal cof-

fers via corporate taxes, and it is conceivable that the federal government could use any

“windfall” revenues to create a foreign-asset sovereign wealth fund that could at least partially

offset the currency appreciation resulting from rising resource prices. In addition, if the

Canada Pension Plan Investment Board directed more of its investments to foreign assets, this

would have a modest sterilization effect on the Canadian dollar.
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Another related option is to recognize the one-time nature of natural resource windfall reve -

nues and invest them in projects that bring long-lasting national economic benefits. The

Netherlands took this approach in the 1960s by using resource revenues to transform

Rotterdam into a leading port, securing its place as one of Europe’s main shipping hubs. While

this does not address the exchange rate appreciation directly, it can provide the building blocks

of stronger economic growth across other sectors of the domestic economy and compensate for

at least some of the adverse effects of higher exchange rates. The general notion that windfalls

from transitory resource booms should be invested in activities that permanently sustain higher

rates of economic activity is examined in Sachs and Warner (1995) and was the general thrust

of the Alberta Heritage Fund, created in 1976 by then-premier Peter Lougheed.

The state of Alaska took a different approach, creating the Alaska Permanent Fund (APF) in

1976. The APF is a trust for future generations whose main objective is to generate future

income in the face of eventual reductions in oil production capacity. By constitutional obliga-

tion, at least 25 percent of all natural resource royalties (irrespective of prevailing prices) must

be invested in the fund. The fund’s principal cannot be spent without amending the state con-

stitution, which requires a majority vote of Alaskans. The investment income of the APF is paid

in part to Alaskan residents as a cash dividend. In 2008, when crude-oil prices reached their

prerecession peak, the dividend was US$2,069, but in 2010 it dropped to US$1,281. Although

cash payouts are the primary destination of APF investment income, smaller amounts are re -

invested in the fund to compensate for the effects of inflation and to increase the principal so

that additional benefits of the state’s natural resources can be saved for future generations. 

In addition to the direct economic and financial benefits, earmarking resource revenues for

longer-term fiscal stabilization funds prevents governments from becoming dependent on

these revenues for funding current expenses. Alberta provides a case in point for the dangers

of relying on resource revenues to fund core government spending. As Emery and Kneebone

(2011) point out, Alberta has saved less than 10 percent of the $130 billion in resource reve -

nue collected between 1970 and 2004, and it has saved virtually nothing since 1987, when

resource royalties were diverted from the now-moribund Heritage Fund to general revenues.

Over the past six years, provincial government expenditures have increased by 50 percent in

Alberta, yet personal and corporate income taxes are among the lowest in Canada, and the

province is the only one not to levy a sales tax on top of the GST. The 2009 drop in crude-oil

prices decimated the province’s once stellar public finances; in the fiscal year 2010-11, Alberta

found itself with a projected $4.8 billion provincial deficit, the second-largest in Canada in

dollar terms and third-largest as a percentage of GDP.

Improving the competitiveness of tradable-goods industries
Another option for attacking the adverse effects of the Dutch disease is to accept the reality of a

rising exchange rate and focus attention on supporting those industries most exposed to for-

eign competition. This strategy was adopted by Norway in the 1970s and 1980s, when its oil

and gas sector grew from essentially zero to become the supplier of 4 percent of the world’s

crude oil. It is part of the reason that the manufacturing sector actually expanded over the

same period (Bjørnland 1998). To sustain the manufacturing sector during the rapid
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 development of the offshore oilfields, Norway funnelled large subsidies into industry for a fixed

 period. In contrast, during the same period the UK used its oil revenues primarily to fund social

programs and (to a lesser extent) repay existing foreign debt, and UK manufacturing output

and employment shrank significantly. 

The Norwegian subsidies were designed to lower manufacturing costs directly over a relatively

short transition period rather than provide incentives for longer-term improvements in produc-

tivity and cost competitiveness. Indeed, average annual growth in the productivity of

Norwegian manufacturers slowed dramatically from 2.2 percent in the 1980s to just 0.5 percent

in the 1990s. To foster the economic strength of manufacturers for the long haul, government

policy should direct additional revenues generated from a resource boom to stimulating the

factors that are known to drive improvements in manufacturing productivity: public infra-

structure and private capital investment (particularly information and communications tech-

nologies), research and innovation, and development of workforce skills and education (Brox

and Leonard 2009).

As is the case with sustainability funds, provincial jurisdiction over natural resource revenues

in Canada makes it difficult to use these revenues to directly shore up national manufacturing

competitiveness. Nonetheless, the resource-rich provinces have a vested interest in diversify-

ing their own economies, both to mitigate the economic and fiscal shocks related to large

swings in commodity prices and to develop industries higher up the value chain. Such indus-

tries are the source of high-paying jobs irrespective of the demand for the provinces’ energy.

In Alberta, for instance, oil and gas extraction accounted for 20 percent of provincial output

before the recent recession, whereas manufacturing accounted for half that share. Given that

oil and gas extraction is a capital-intensive activity in which success depends largely on inno-

vation (particularly with regard to extraction efficiency and environmental stewardship), there

may be a role for government involvement in developing allied manufacturing industries.

In a recent report to the Alberta government, the Premier’s Council for Economic Strategy

(Alberta 2011) recommended that Alberta create the Shaping the Future Fund, with the twin

goals of insulating public finances from swings in crude-oil prices and investing resource rev-

enues in innovation and the development of the nonresource economy. Doing so would

mean a major realignment of nonresource tax revenues and program spending, since natural

resource wealth currently underwrites about 30 percent of the cost of public services.

Implementing the plan would almost certainly require tax increases, given the pressures on

health care spending. Nonetheless, the thrust of the report’s recommendations are well

aligned with the actions necessary to prevent the current natural resource boom from becom-

ing a curse, as was the case in the mid-1980s. 

Conclusion

W hile the conventional view of the business press and most Canadians is that the rapid

appreciation of the Canadian dollar against its US counterpart over the past five years

(itself brought on by the spectacular rise in the price of crude oil and other industrial commodi-

ties) is the primary culprit behind the substantial shrinkage of the domestic manufacturing
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 sector that began well before the 2008-09 recession, a more rigorous, industry-level analysis of

the data paints a much more nuanced picture. 

Of the 18 major manufacturing sectors studied, 11 (accounting for just over half of manufac-

turing output) saw a decline in output due to rising energy prices and the associated exchange

rate increase, once other factors affecting industry demand are accounted for. At a more disag-

gregated level, 25 of 80 individual industries (accounting for one-quarter of manufacturing

output) were adversely affected. The largest declines in percentage terms occurred in textiles,

apparel and leather products, which together account for less than 2 percent of manufacturing

output. Larger industry groups such as food, metals and machinery equipment display evi-

dence of the Dutch disease, but the magnitude is relatively small, and that small negative

effect was largely offset by increases in demand before the recent recession. 

Interestingly, automotive manufacturing, which is often held up as a prime example of the

difficulties posed by a strong Canadian dollar, shows no statistically significant relationship.

In the case of aerospace and shipbuilding, there is, if anything, a small boost in output associ-

ated with the strengthening dollar. This provides strong circumstantial evidence that the woes

of Canadian automakers and parts suppliers stem from cyclical changes in demand, lagging

productivity growth and other structural obstacles to competitiveness.

On balance, the empirical evidence indicates that Canada suffers from a mild case of the

Dutch disease, which has caused small, surmountable problems for most manufacturing

industries and larger challenges for the public finances of resource-rich provinces. The prob-

lem in manufacturing is not a rise in the exchange rate per se, but rather sluggish productivity

growth and, in more recent years, a cyclical downturn in domestic and global demand, which

need to be addressed independently of future exchange rate trends. Because resource revenues

are under provincial jurisdiction, it is difficult to implement national policies to offset the

effects of a rising exchange rate either directly (by funnelling windfall resource revenues into a

fund that invests in foreign assets) or indirectly (by using such revenues for infrastructural and

other investments that improve the competitiveness of the manufacturing sector as a whole.

However, to the extent that Ottawa can use the additional federal corporate tax revenues

stemming from natural resource booms for these purposes, these goals can partially be met.

The resource-rich provinces would also be well advised to adopt policies to ensure that neither

public finances nor the economy becomes too dependent on natural resources, because histo-

ry has shown numerous times that prices and demand can fluctuate widely and suddenly. The

May 2011 report Shaping Alberta’s Future provides sound advice with regard to using natural

resource revenues to foster economic diversification and other longer-term benefits as well as

to insulate the provincial budget against wide swings in oil prices. It could be used as a blue-

print for other resource-rich provinces, so that the resource blessing enjoyed by some regions

does not become a curse for the country.
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Appendix A
Data sources for the real exchange rate equation

➤ Real Canadian per US dollar exchange rate: Quarterly average of the monthly spot rate (table

176-0049 of Statistics Canada’s CANSIM database) multiplied by the ratio of the US-to-

Canada implicit GDP deflator (Federal Reserve Bank of Dallas and CANSIM, table 383-0008,

respectively).

➤ Real energy price index: Energy includes crude oil, gas and coal (mineral fuels). The quarterly

average of monthly mineral-fuels price indexes (CANSIM, table 330-0006) is deflated by US

GDP deflator obtained from Federal Reserve Bank of Dallas.

➤ Real “other commodities” price index: The other commodities price index (which includes

grain and oilseeds, and fishery and forestry products) is a weighted average of the price

indexes of its components (CANSIM, table 330-0006). The weights are the shares in total

other commodities exports (CANSIM, table 228-0041). The other commodities price index

is adjusted for economy-wide inflation using the US GDP deflator (Federal Reserve Bank of

Dallas).

➤ Energy trade balance as a ratio of the total noncommodity trade balance: (CANSIM, table 228-

0041).

➤ Other commodities trade balance as a ratio of the total noncommodity trade balance: (CANSIM,

table 228-0041).

➤ Net foreign assets: (CANSIM, table 376-0055).

➤ Canada-US nominal interest rate differential: Canadian three-month prime corporate paper

rate (CANSIM, table 176-0041) and US 90-day AA nonfinancial commercial paper (US

Federal Reserve Board).

➤ Canada-US labour productivity differential: Canadian labour productivity index (CANSIM,

table 383-0012) and US labour productivity index (US Bureau of Labor Statistics).

Data sources for sectoral output equations

➤ Canadian production in each industry: (CANSIM, table 379-0027).

➤ US production in each industry: (US Bureau of Labor Statistics).

➤ Canadian expected relative inflation rate in each industry: Constructed using the Producer

Price Index in each industry (CANSIM, table 329-0038) and the Implicit Price Deflator

(CANSIM, table 383-0008).
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➤ Gross Domestic Product in Canada: (CANSIM, table 379-0027).

➤ Canadian government expenditures: The sum of the expenditures by local governments (CAN-

SIM, table 380-0035) and the federal government (CANSIM, table 380-0034).

➤ Interest rate in Canada: The Bank of Canada  overnight money market financing rate (CAN-

SIM, table 176-0043). 
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Appendix B

Table B1: Detailed regression results for industry output equations (dependent variable: industry output)

Industry XRATE GDP YUS INFLATION INTRATE GOVEX R2

Food manufacturing 0.14* 0.39 0.51 0.02 – 0.00 0.46** 0.97
(2.18) (0.88) (1.35) (0.22) (– 0.41) (3.20)

Textile mills 0.62* 3.39* 0.67 – 0.33 – 0.42** 1.19 0.96
(2.48) (2.39) (1.63) (– 0.36) (– 5.80) (1.34)

Clothing manufacturing 0.67** 4.44** 0.38 0.30 – 0.15* – 0.55 0.87
(4.34) (4.77) (1.85) (0.55) (– 2.05) (– 1.27)

Leather and allied product manufacturing 0.98** 4.50** 0.33 – 0.05 – 0.13 – 1.08 0.95
(2.97) (4.51) (0.73) (– 0.09) (– 1.05) (– 1.52)

Wood product manufacturing 0.24 2.60** 0.69 – 0.04 – 0.17* 0.23 0.84
(1.72) (2.87) (0.78) (– 1.26) (– 2.18) (0.48)

Paper manufacturing – 0.14 3.95** 0.86* 0.02 – 0.10* – 0.14 0.82
(– 1.52) (6.41) (2.41) (0.83) (– 2.47) (– 1.52)

Petroleum and coal product manufacturing 0.42** 1.19 0.34 – 0.03 – 0.09 0.25 0.86
(3.52) (1.68) (0.53) (– 1.40) (– 2.57) (0.89)

Chemical manufacturing – 0.21* 1.85** – 0.99* 0.02 – 0.00 – 0.16 0.97
(– 2.24) (3.58) (– 2.14) (0.53) (– 0.02) (– 0.84)

Plastics and rubber products manufacturing 0.03 1.82** 0.78** – 0.01 – 0.07* – 0.25 0.98
(0.37) (3.28) (2.80) (– 0.18) – 2.30) (– 0.94)

Nonmetallic mineral product manufacturing – 0.00 1.87 – 0.20 – 0.19 – 0.05 – 0.74 0.96
(– 0.04) (1.54) (– 0.33) (– 1.00) (– 1.56) (– 1.62)

Primary metal manufacturing – 0.13 2.35** 0.13 0.06 – 0.06* – 0.25 0.97
(– 1.33) (3.93) (0.73) (1.89) (– 2.05) (– 0.20)

Fabricated metal product manufacturing 0.29** 2.50** 0.75** 0.03 – 0.12** – 0.32 0.98
(4.14) (11.11) (4.67) (0.43) (– 4.68) (– 1.70)

Machinery manufacturing 0.02 2.29* 0.96** – 0.24 – 0.16** – 0.06 0.94
(0.13) (2.13) (3.04) (– 1.10) (– 2.74) (– 0.15)

Computer and electronic product – 0.35 4.20** 1.14** 0.34 0.11 0.87 0.97
manufacturing (– 1.69) (7.16) (6.67) (1.05) (1.08) (1.61)
Transportation equipment manufacturing 0.17 1.33* 0.45 – 0.11 0.03 – 0.49 0.93

(1.12) (2.25) (1.50) (– 1.09) (0.59) (– 1.49)
Furniture and related product manufacturing 0.49** 3.93** 0.97 0.05 – 0.07 – 0.89** 0.97

(3.25) (3.95) (1.95) (0.23) (– 1.34) (– 2.74)
Miscellaneous manufacturing 0.24 1.08 0.81 – 0.16 – 0.11* – 0.49 0.97

(1.60) (1.27) (1.13) (– 1.01) (2.25) (– 1.49)

Source: Authors’ calculations based on data described in appendix A.
* p < 0.05   ** p < 0.1
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Table B2: Real exchange rate and Dutch disease regression coefficients for 80 manufacturing industries

Real exchange Dutch disease
Industry rate coefficient t-statistic coefficient

Food manufacturing 0.14* 2.18 – 0.08*
Animal food manufacturing 0.44** 3.91 – 0.24**
Grain and oilseed milling 0.26 1.55 – 0.14
Sugar and confectionery product manufacturing 0.09 0.73 – 0.05
Fruit and vegetable preserving and specialty food manufacturing 0.5** 3.12 – 0.27**
Dairy product manufacturing 0.15 1.46 – 0.08
Bakeries and tortilla manufacturing 0.34** 3.03 – 0.18**

Beverage manufacturing 0.1 1.02 – 0.05
Soft drink and ice manufacturing 0.34 1.16 – 0.18

Textile mills 0.62* 2.48 – 0.33*
Clothing manufacturing 0.67** 4.34 – 0.36**
Leather and allied product manufacturing 0.98** 2.97 – 0.53**

Other leather and allied product manufacturing 0.45** 3.09 – 0.24**
Wood product manufacturing 0.24 1.72 – 0.13

Sawmills and wood preservation – 0.08 – 0.45 0.04
Veneer, plywood and engineered wood product manufacturing 0.0 – 0.02 0.0
Other wood product manufacturing 0.24** 2.86 – 0.13**

Paper manufacturing – 0.14 – 1.52 0.08
Paper mills – 0.22 – 1.7 0.12
Converted paper product manufacturing 0.11 0.81 – 0.06

Printing 0.1 0.88 – 0.05
Support activities for printing – 0.79 – 0.74 0.43
Petroleum and coal product manufacturing 0.42** 3.52 – 0.23**
Chemical manufacturing – 0.21* – 2.24 0.11*

Basic chemical manufacturing – 0.45* – 2.06 0.24*
Pesticide, fertilizer and other agricultural chemical manufacturing – 1.25* – 2.59 0.68*
Pharmaceutical and medicine manufacturing 0.39* 2.18 – 0.21*
Paint, coating and adhesive manufacturing 0.09 0.79 – 0.05

Plastics and rubber products manufacturing 0.03 0.37 – 0.02
Plastic product manufacturing 0.08 0.73 – 0.04
Rubber product manufacturing – 0.18 – 1.2 0.1

Nonmetallic mineral product manufacturing 0.0 – 0.04 0.0
Glass and glass product manufacturing 0.26 0.55 – 0.14
Cement and concrete product manufacturing – 0.17 – 0.77 0.09
Lime and gypsum product manufacturing 0.01 0.06 – 0.01

Primary metal manufacturing – 0.13 – 1.33 0.07
Iron and steel mills and ferro-alloy manufacturing 0.39* 2.15 – 0.21*
Steel product manufacturing from purchased steel – 0.53 – 1.75 0.29
Alumina and aluminum production and processing 0.27 1.93 – 0.15
Nonferrous metal (except aluminum) production and processing 0.24 1.03 – 0.13
Foundries – 0.69* – 2.53 0.37*

Fabricated metal product manufacturing 0.29** 4.14 – 0.16**
Forging and stamping – 0.65* – 2.01 0.35*
Cutlery and hand tool manufacturing – 0.17** – 4.09 0.09**
Architectural and structural metals manufacturing 0.14 1.76 – 0.08
Boiler, tank and shipping container manufacturing – 0.11 – 0.43 0.06
Hardware manufacturing 0.41** 2.99 – 0.22**
Spring and wire product manufacturing 0.68** 3.02 – 0.37**
Machine shops, turned product, and screw, nut and bolt manufacturing 0.11 0.39 – 0.06
Coating, engraving, cold and heat treating and allied activities 0.22 1.55 – 0.12
Other fabricated metal product manufacturing 0.67** 3.09 – 0.36**

Machinery manufacturing 0.02 0.13 – 0.01
Agricultural implement manufacturing 0.51 1.57 – 0.28
Construction machinery manufacturing 0.44 0.94 – 0.24
Industrial machinery manufacturing – 0.18 – 0.84 0.1
Commercial and service industry machinery manufacturing – 0.1 – 0.61 0.05
Ventilation, heating, air-conditioning and commercial refrigeration
equipment manufacturing 0.0 0.02 0.0
Metalworking machinery manufacturing – 0.07 – 0.19 0.04
Engine, turbine and power transmission equipment manufacturing 0.29 0.94 – 0.16
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Table B2: Real exchange rate and Dutch disease regression coefficients for 80 manufacturing industries (cont.)

Real exchange Dutch disease
Industry rate coefficient t-statistic coefficient

Computer and electronic product manufacturing – 0.35 – 1.69 0.19
Computer and peripheral equipment manufacturing 1.01 1.67 – 0.55
Communications equipment manufacturing – 0.78 – 1.1 0.42
Semiconductor and other electronic component manufacturing – 1.36 – 1.58 0.73
Navigational, measuring, medical and control instruments manufacturing 0.18 1.21 – 0.1
Manufacturing and reproducing magnetic and optical media – 0.03 – 0.05 0.02
Electric lighting equipment manufacturing 0.35** 2.89 – 0.19**
Household appliance manufacturing 0.67** 3.69 – 0.36**
Electrical equipment manufacturing 0.11 0.51 – 0.06

Transportation equipment manufacturing 0.17 1.12 – 0.09
Motor vehicle manufacturing 0.4 1.35 – 0.22
Motor vehicle body and trailer manufacturing 0.19 1.24 – 0.1
Motor vehicle parts manufacturing 0.09 0.93 – 0.05
Aerospace product and parts manufacturing – 0.18 – 1.17 0.1
Railroad rolling stock manufacturing 1.11** 2.85 – 0.6**
Shipbuilding and boatbuilding – 0.41 – 1.4 0.22

Furniture and related product manufacturing 0.49** 3.25 – 0.26**
Household and institutional furniture and kitchen cabinet manufacturing 0.1 0.35 – 0.05
Office furniture (including fixtures) manufacturing 0.83** 4.67 – 0.45**
Other furniture-related product manufacturing 0.17 1.13 – 0.09

Miscellaneous manufacturing 0.24 1.6 – 0.13

Source: Authors’ calculations based on data described in appendix A.
* p < 0.05   ** p < 0.1
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Notes
1 Another potential (though likely small) detrimental effect of

a resource boom is the increased efforts to influence the dis-
tribution of the financial windfall. To the extent that such
“rent-seeking” efforts and political squabbling draw
resources away from other, more productive activities, they
may impede national economic growth.

2 Indeed, one could argue that the National Energy Program,
which was designed to bolster the manufacturing sector in
central Canada at the expense of oil producers in western
Canada, sought to address a problem that went away on its
own in the early 1980s. The program subsequently resulted
in difficult economic times for the oil patch while causing
lasting political damage to the Canadian federation.

3 The resource curse is usually explained by the political econ-
omy of resource rent generation and distribution. For theo-
retical studies on the resource curse, see Wijnbergen (1984a,
1985), Gylfason, Herbertsson, and Zoega (1999), Matsen and
Torvik (2005) and Mehlum, Moene, and Torvik (2006); for
empirical studies in this regard, see Sachs and Warner
(1995), Gylfason, Herbertsson, and Zoega (1999) and Larsen
(2005).

4 Note that the examples of tradable and nontradable sectors
may be inappropriate in some applications. For example,
many medium-sized economies face less than infinitely elas-
tic demand curves for their manufacturing exports, and
therefore the terms of trade are influenced by domestic condi-
tions. In such cases, their manufacturing sectors behave simi-
larly to  what we consider the services sector in this study.

5 Important contributions to this research literature include
Buiter and Purvis (1982), Wijnbergen (1984b) and Hsieh,
Chang, and Lai (1998).

6 Energy markets (especially natural gas in Alberta and hydro-
electric power in the East) were being deregulated for export
over this period.

7 More formally, the Harrod-Balassa-Samuelson hypothesis
argues that a permanent increase in domestic labour produc-
tivity in tradable-goods (generally manufacturing) relative to
trading partners raises the relative price of nontradables. In
other words, productivity gains in the tradable-goods sector
lead to higher wages for workers in these industries, which
puts upward pressure on wages in the nontradable sector, as
employers seek to retain workers by offering salaries compet-
itive with those in the tradable-goods sector. However, to the
extent that productivity gains in the nontradables sector are
smaller than those in the tradable-goods sector the former
will be unable to absorb the wage increase fully and will be
compelled to raise prices, causing the overall domestic price
level to increase. Consequently, if the price level in the rele-
vant trading partner is unchanged, the rise in domestic
prices will lead to an appreciation of the dollar in real terms.

8 The long-run relationship among these variables is, in fact,
the cointegration relationship between them.

9 After increases in oil prices from the second quarter of 2002,
total oil production has increased by nearly 25 percent,
from 129 million cubic metres in 2002 to around 161 mil-
lion cubic metres in 2007 (see table 126-0001 of CANSIM).

10 Because of difficulties in adjusting the level of output, it is
expected that the real exchange rate shows its impact on
output over time. Therefore, the model also includes the
lags of the dependent variable; the lag length is determined
on the basis of the Akaike information criterion, which
measures the relative goodness of fit of the model. 

11 Because the exchange rate is measured as Canadian dollars
per US dollar, a falling exchange rate implies a strengthen-
ing Canadian dollar, as we have seen. Thus, a positive rela-
tionship between output and the exchange rate is evidence
of the Dutch disease (that is, as the dollar strengthens,
industry output declines). 

12 Intra-industry trade is used as a measure of the degree of
product differentiation (with positive relationship). High

(low) values for this measure and low (high) values for share
of imports indicate high (low) degree of market power for
domestic producers.
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